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SUMMARY

Artificial Neural Networks (ANNs) are non-linear structures used for prediction and classification problems. ANNs identify
and learn correlated patterns between input data sets and corresponding target values. Trained ANNs are used to predict the
outcomes of independent variables. Over fitting and under fitting are two major problems that may arise in ANNs. When two
or more predictor variables in a model are highly correlated, called as multi-collinearity, they provide redundant information
about the response and leads to overtraining. This problem is handled by using ANN with weight decay algorithm. Many software
are available for analyzing the data using ANN but either they are very expensive or difficult to use. This study describes a
web based software for back propagation neural networks with weight decay algorithm. This software is useful for statisticians
and researchers implementing ANNs for various data mining task and facing non-convergence problem.
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1. INTRODUCTION

Artificial Neural Networks (ANNSs) are non-linear
mapping structures based on the function of human
brain. The neural network model is mostly data driven
and free from any stringent model assumptions
prevalent with other statistical methods. ANNs have
powerful pattern classification and recognition
capabilities (Rajasekaran and 2003). Traditionally
regression model and other related statistical techniques
have been employed for classification and pattern
recognition (Werbos 1974).The most widely used
learning algorithm in an ANN is the Back Propagation
Neural Networks (BPNN) Algorithm (Jobson 1991).
Real life data sets often have noisy inputs and/ or
outputs leading to over fitting or under fitting of the
ANN model. One of the reason for over fitting of the
model is the presence of multi-collinearity among the
input variables i.e. some of the variables in the data set
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are linearly correlated or collinear (Carpio et al. 2002
and Rognvaldsson 1998). Multicollinearity in neural
network model is dealt with two kinds of learning
functions used in training i.e. Scaled Conjugate
Gradient and Backpropagation with Weight Decay
(Carpio et al. 2002, Karkkdinen 2002, Svozil 1997,
Krogh 1992). In this article we have selected BPNN
models with weight decay algorithm to deal with
multicollinearity.

Statistical software packages have been used to
perform the artificial neural network analysis for
prediction. An extensive review for the available
software for ANN were done and it was found that a
large number of software are available on open domain.
Amygdala, Annie, Artificial Intelligence Recurrent
Asymmetric Networks (NARIA), Lightweight Neural
Network++, Neuroph, Simbrain, Torch, University of
Hertfordshire Neural Network Software, Neural
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Network Leaves Recognition and Neuropilot Project are
among stand-alone open source software simulating
neural networks. Commonly used artificial neural
network simulators include the Stuttgart Neural
Network Simulator (SNNS), Emergent, JavaNNS,
Neural Lab and NetMaker, Neuron, GENESIS, NEST
and Brian. Other simulators are XNBC and the NN
Toolbox for MATLAB. Some of the freeware/
shareware and stand-alone software available are
Cortex, Genesis and NetMaker. Among commercial
software SPSS, STATISTICA, SAS and MATLAB,
AlyudaNeurolntelligence, NeuroShell Predictor,
NeuroSolutions, Tradecision and EasyNN are available
(Neural network software 2014).

Some of these commercial software provide
extensive features including ANN functionalities but
they also need expertise for source code development.
It is also to be noted that it is required to be paid or
purchased for using these software. The advancements
on the internet technology front have expanded the
potential for statistical packages. Availability of an
online software for this purpose would provide the users
to run this software on a web browser with internet
connectivity. This kind of software development
environment would allow datasets and analyses to be
shared among researchers to communicate with each
other quickly and conveniently. This paper describes the
functionality and features of a web based software
named “Web Based software for Back Propagation
Neural Network with Weight Decay algorithm
(WBPNN-WD)”. It is online software accessible
through any internet browser.

2. SOFTWARE ARCHITECTURE

WBPNN-WD is based on three-tier client-server
architecture. It has three layers namely, User Interface
or Client Side Interface Layer (CSIL), Business Logic
Layer or Server Side Application Layer (SSAL) and
Data Access Layer or Database Layer (DBL). Fig.1
shows the architecture of WBPNN-WD.

1. Client Side Interface Layer (CSIL): CSIL has been
implemented using Hyper Text Markup Language
(HTML) and JavaScript (Willard 2009, Powell
and Schneider 2004). The CSIL consist of forms
for accepting information from the user and
validating those forms using JavaScript. Web page
designing was done using Cascading Styling Sheet
(CSS).

2. Server Side Application Layer (SSAL):
Application layer has been implemented using
(ASP.NET). The ASP.NET provides the web
developers with a framework to create dynamic
content on the server, which is secure, fast and
independent of server platform (Evjen et al.
2008). C#.NET language is used to develop code
behind pages for various web forms
(Balagurusamy 2010)

3. Database Layer (DBL): Data base layer is
implemented using MS-Access database for
storing user’s information (i.e. login name, login
password).
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Fig.1: Three-Tier architecture of WBPNN-WD

WBPNN-WD is developed using Visual Studio-
2010; an Integrative Development Environment for
developing ASP.NET based web applications (Griffiths
et al. 2003). Programming has been done using object
oriented programming language named C#. Database
connectivity has been done with ADO.NET which
provides improved support for the disconnected
programming model.

Data Store(s)

3. SOFTWARE PROCESS MODEL AND
DESIGN

Software process model is the framework that
describes the activities to be performed at each stage
of a software development project. Waterfall model was
used during development process of software for
computation of WBPNN-WD. In this approach, the
whole process of software development was divided
into five separate process phases namely requirement
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analysis and definition, software design,
implementation and testing, integration and system
testing and operation and maintenance (Goswami ef al.
2010). Sequence diagrams model is the flow of logic
within system in a visual manner. It enables
documentation and validation of logic as shown in
Fig. 2 (Sommerville 2009).

Client Server Database
Request for WBPNN-WD
Request ID & Password
ID & Password
" ID & Password
Option menu for valid user {
Torooptions Validation
] T Validate
N

Choose option

Request for excel file

Browse & Upload excel file S PN Uploading
 —— and selection
Variable selection format

Number of input nodes

Number of output nodes

Nurmber of Fidden nodes
Leamning Rate

Momentum
Tolerance Level
Epoch

<<exception>>

Results specificationformat

<<exception>>

°T
Request for display results
1 ] === mceeacmn e mmnam Displa: It
Results @mmmmmmmmm- { splay resu
Logout
PR —————

Fig. 2. Sequence Diagram for WBPNN-WD Computation
Table 1. Modules in Software

Module Name | Description
Login Provide facility of login to users
WBPNN-WD | The main module, which provide
computation WBPNN-WD (including dependent
variables and independent variables)
Help Provide online help about software
Contact Us Contact details of developer team
Sample Data | Download sample data to understand
Download format of input data
Signup Provide facility of sign up to new user
Changed An option for change of password
Password
Password Provide facility to recover password
Recovery

The system for WBPNN-WD computation was
broken down into manageable parts called modules.
Modules identified for WBPNN-WD application are
presented in Table 1.

Database for the system is maintained using MS-
Access at server level. Database contains independent
table namely login table. The schema design for table
is presented in Table 2.

Table 2. Login

ID| Field name Type Description

1 [ID Auto Number | Primary Key

User ID Text Login id of user
User name Text First name of user
User surname Text Surname of user

User password | Text Password of user

Security question | Text Question to user

N N B W

Security answer | Text Answer of question

provided by user

4. FEATURES OF SOFTWARE

WBPNN-WD is a web based software that is
freely accessible to users on internet. User
authentication is needed to ensure security. The Home
page (Fig. 3) of the software presents the user with a
brief welcome note on the software.

&7 WBPNN-WD
‘& Web Based Software for Back Propagation
\*gﬁ Neural Network with Weight Decay

SAMPLEDATA  SITEMAP  CONTACTUS  HELP

About WBPNN-WD Logm
Artificial Neural Netoworks (ANNs) have powerful pattern classification and
pattern recognition capabilities. ANNs are able to learn and generalize from User1d
experience. ANNs are nonlinear data driven self adaptive approach as
opposed to the traditional model ods. They are p tools for
modelling, especially when the underlying data relationship is unknown.
ANNs can identify andlearn correlated patterns between input data sets and
corresponding target values. ANNs imitate the learning process of the [Submit |
human brain and can process problems involving non-linear and complex
data even if the data are imprecise and noisy. Thus, these are being Sign Up
successfully applied across an extraordinary range of problem domains, in
areas as diverse as finance, medicine, engineering, geology, physics, biology
and agriculture.

Password

Forgot Password

WBPNN-WD is a web based software which i back
neural network with weight decay algorithm. Itis based on client and server
technology and is developed using ASPNET using C# programming
language.

Important Links

Fig. 3. Home page of WBPNN-WD

The home page has links to “Sample Data”, “Site
Map”, “Contact Us” and “Help”. “Sample Data”
provides the soil dataset for download by users for
using the software. A detailed description of data
attributes, their coding schemes and actual data is
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provided to make users understand the data format.
“Help” gives the user knowhow of using the software
and the theoretical background of the back propagation
neural network with weight decay algorithm.

4.1 User Management

This module provides the facility for creating a
new user and to change and retrieve the password. A
new user can register by clicking on the “Sign Up”
button and filling in all the required details for
registration process. Options are also provided to
change the existing user password and to retrieve the
password in the situations when user forgot the
password.

4.2 Input Data Handling

This module has been designed and developed for
uploading the data as an Excel file. The Excel data sheet

HOME ~ WBPNN-WD  SAMPLEDATA  SITEMAP  CONTACTUS ~ HELP  LOGOUT WELCOME, RAKESH4865

FHome > WEPNN-WD

| Upload Excel Data File
| @ Browse an EXCEL file dats then select the sheet cantaining data from drapdovn list.
| Are DaraHeader Present in EXCELfile? : @Yes ONo

Please Browse an Excel Fle

Xo file chosen Upload File

Select the Excel Sheet : [Select Sheet ] [Upload Data

Fig 4. Uploading excel sheet

should contain data for training and testing without any
missing or blank cell.

The software also provides the facility for
normalization of data. Input data file is automatically
scanned for columns in the data set which are not
normalized. Such columns are shown in different colour
to enable user to normalize the data using the given
option (Fig. 5). The method used for data normalization
is:

Data Normalization

@ Logistic © Hyperbalic ©sne  ©cosine © Linear
color
Gravel
sand
fine Grained
Ll it
plastic Limit
Class

<< Back Normalize Back Propagation Weight Decay

Fig. 5. Data Normalization page

where

X = Value of random variable,
U = mean,
o = standard deviation

4.3 Prediction/ Classification using WBPNN-WD

This section describes the various steps involved
in performing predictions and classification using
software.

Step 1. Selecting Training and Test Data

This step involves the selection of training and test
data from the given dataset. The software provides the
facility for selecting data for training and test data with
the limit that user can select at the most 60% data for
training and 40% data for testing. Records from the
beginning are taken as training data and records from
the end of the data file are taken as data for testing.

Step 2. Selecting the Activation Function

This step involves the selection of activation
function. It determines the relationship between inputs
and outputs of the network. The software provides the
options for sine, cosine, hyperbolic, sigmoid and linear
activation functions. User can select any of these
activation functions.

Step 3. Variable Selection

Proper selection of variables is important to get
appropriate results. WBPNN-WD provides this facility
through “Variable Selection Wizard”. It is mainly
associated with choosing the dependent and
independent variables. Software has two lists, one for
the selection of dependent and other for the selection
of independent variables. User can select desired
variables and by clicking on “>>” button moves the
selected variables in the list containing selected
variables.

Step 4: Learning Scheme Specification

Learning scheme for using back propagation
neural network with weight decay algorithm training
requires the specification of the various parameters like
number of input nodes, number of output nodes,
learning rate, the momentum rate, number of epochs,
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number of hidden layers, number of hidden nodes in
the hidden layer and weight decay. WBPNN-WD
allows the user to enter these values. However, for each
of these parameters default values are provided by the
software. The description of these values is given
below:

o The default value for number of input nodes is
equal to number of independent variables used in
prediction.

o The default value for number of output nodes is
equal to number of dependent variables used in
prediction.

o WBPNN-WD assumes only one hidden layer for
the purpose of calculations.

o Number of hidden nodes are calculated using the
formula:

Number of hidden node

= \/ Number of inputs x Number of output

e Momentum can take any value between 0.5 and

Parameter Selection
Number of rows for testing data (40% from last) I
Function : ® Logistic @ Hyperbolic OSine  OCosine © Linear
Available Variables Independent Variables Network Parameters
eolor B
(Graval
sand No. of Input (g Yeofowmt G
fine Grained Nodes : Nodes :
Liquid Limit
[plastic Limit =2 ) I I S Mo, ofHidden
(Gass Dopendent Variables Layers N i o
[Tolerancelevel  : 0001 No.offpochs - [1000 |
[ShowData] [ ized] [ ion| [WeightDecay|

Fig. 6. Parameter Selection Page

Fig. 6 shows the web form for entering the
parameters for doing prediction or classification.

4.4 Output Handling

There are two tables of outputs. The first table
contains the weights of synapses connecting input
neurons to hidden neurons. Each column shows the
input neuron (starting form 0) and each row shows the
hidden neuron (number of rows shows the total number
of hidden neurons). The second table contains the
weights of synapses connecting hidden neurons to

No. of epoch rum: 580

Weights of synapses connecting input neurons to hidden neurons
*Each Column shows the input neuron(starting from @)
*Each Row shows the hidden neuron (number of rows shows the total number of hidden neurons)
o 1 2 3 4 5

0.0505382417557494/2- 3-3662049737550¢ [-0.0156705753668152|-0.353673695342267 |-2.97584458,
-0-50140148; 74790, 1.28874453306046 |o. - 68
0.91485300200041 |2 L = 8 | 263560793953213 [1.717605135:
-1 8035 |-0-814971 44752 4374/-1.09703389(
-0.803215995611767 |-0.4413936874377024 [1.90434" 1.71897579531069  [0.853791061
0.865576035776352 |-0.0116690700704126-3.41366867549742 |1.:79417453346841  |-0.266841572876086 |-3.182964817

7 — — S e————————— 3

‘Weights of synapses connecting hidden neurons and output neurons
*=Column shows the cutput neuron
*Each Row shows the hidden neuron (number of rows shows the total number of hidden neurons)

= P

1.21213215038341
3-69954633607477

-4:12817095552305
|-3-05412407662572|
-2.73482644807261
[8-58879184435578

Fig. 7. Final weights calculation page of WBPNN-WD

output neurons and each row shows the hidden neuron
(number of rows shows the total number of hidden
neurons). Fig. 7 shows the outputs containing various
weights as generated by WBPNN-WD.

In testing, there are two types of outputs namely
tabular and graphical outputs. In tabular output, there
are number of columns each corresponding to one input
and an additional column for actual output (i.e. class)
and in last column, there is calculated output or
predicted output. In graphical output, there is a chart
between actual and predicted values by software.
Fig. 8 and 9 shows the tabular and graphical output
generated by the software. The software also calculates

Testing
colorjGravel|Sandffine Grained|Liquid Limit|plastic Limit] Class |C: Output| x

o1 o 0.304/0.802 0.728 0.754 0.204 [0.2108
02 |o 0.536/0.666 0.576 0.647 0.292 |0.284

o5 o 0.597 [0.607 0.61 0.823 0.502 [0.6006
o1 Jo 0.951|0.261 0.637 0.676 0.0012(0.0305
o2 |0 0.512(0.69 0.593 0.676 0.326 |0.3079
o1 o 0.926/0.285 0.627 0.676 0.0961(0.036

.2 |0.222 [0.658/0.5 0.539 0.529 0.0887/0.0818
o1 o 0.341 [0.857 0.735 0.735 0.206 |0.2027

Mean Absolute Percent Error (MAPE) for Back Propagation is: 18.9439
Root M; dom ist 9.0314

Fig. 8. Tabular report generated for actual and predicted values
in WBPNN-WD

‘04

ARS

1 2 3 4 5 6 ¥ 8

Chart for actual and predicted values

Fig. 9. Chart for actual and predicted values page of
WBPNN-WD
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the root mean squared error (RMSE) and mean absolute
percent error (MAPE) values for comparing the
performance of model using actual and predicted
values. Use can save the output to Excel sheet.

4.5 Help

An online help facility is provided which includes
the details of how to use the software and also the basic
theoretical background of the back propagation neural
network with weight decay algorithm.

5. CONCLUSION

WBPNN-WD provides online facility for
prediction using ANN with weight decay. The software
is user friendly and does not demand expertise of
computer programming. User can register, login,
compute WBPNN-WD, see results and save result in
Excel file for further processing using client interface
online. Administrator interface of the software helps in
development and maintenance of user database.
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